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ABSTRACT 

Big Data alludes to a lot of information that is too large to be overseen without utilizing new algorithmic 

advances. It is a term used to depict datasets of enormous sizes that can't be taken care of with the normal 

information mining programming devices. It is basic in the present current, dexterous and consistently 

changing condition for frameworks to extricate helpful data from information continuously. Information 

distribution centers are important wellsprings of data, however, their worth becomes improved Multifood 

when data is gathered and broke down in a hurry. Constant information examination is a procedure that 

includes the assessment of spilling information. A continuous investigation will empower representation of 

the progressions as and when they occur. The advancement of innovations and the organization of new age 

applications affected the social condition. One side is enticing the entire country to improvement and the 

opposite side is influencing the social holding and capable disposition of the adolescent. Any application 

zone becomes "savvy" when it is exceptionally best in class as far as by and large foundation, practical 

vitality and correspondence components which will give fundamental administrations to suppliers. 

Discoveries: Mining from this constant information is intriguing and amazingly testing as every one of the 

expectations, orders and convoluted examination must be done in a hurry itself. The top to bottom 

investigation of the current innovations should be completed altogether and its applications must be 

changed in like manner. 

1. INTRODUCTION 

In today’s world the day to day increase in data is by about 5 Exabyte. This is primarily due to the 

use of emails, audio, video and data streams, health information, various queries, social networks, 

scientific data and ongoing mobile phone applications. This large amount of data is known as Big 

Data. The process of exploring interesting and useful information in this mountain of data is known 

as Data Mining from Big Data. But processing of this large amount of data is one major challenge 

in research point of view. Cloud computing with high performance is now widely used for large-

scale real-time data processing applications. In order to ensure efficient mining of the Big Data, 

the need of the hour is to boost research aimed at exploring new analytic methods and development 

of powerful software tools1. To manage the data that is currently generated from sources like 

sensor networks, measurements in sensor networks and traffic management, log records or click 

streams in web monitoring, meaningful processes, call detail records, emails, blogs, twitter posts 

and various others, we need efficient data analytics. The arrival of data at high speed is the major 

characteristics of a data stream. Any data is a snapshot of a data stream taken at a particular moment 

of time. The high speed movement of the data stream poses two major challenges to any algorithm 
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that aims at processing this data are the constraints of space and that of time. Any algorithm that 

aims to tackle data streams should be capable of using limited resources of time and memory and 

also did with the data’s nature to change its distribution with the passage of time. In data stream 

mining there are 3 main areas of interest; namely accuracy, amount of space (computer memory) 

needed and the time required making learned predictions. All these areas are symbiotic in nature 

adjusting the time and space used by an algorithm can influence accuracy. If we gave the algorithm 

the luxury of referring to more pre-processed data and look up tables, the space occupied increases 

but the time needed for computing decreases. Similarly, the longer the system has to analyse data 

the more accurate the result. In short the concept of green computing which advocates the study 

and practice of using computing resources efficiently is the need of the hour. 

1.1 Big Data 

Big Data alludes to a lot of information that is too huge to be overseen without utilizing new 

algorithmic innovations. It is a term used to portray datasets of colossal sizes that can't be dealt 

with the run of the mill information mining programming tools2. Whole large information 

framework stores and appropriates organized, semi-organized and unstructured information. At 

first, enormous information had a record sharing conveyed system, to store the gathered 

information. Clients can connect with it in an altered C++ called Enterprise Control Language 

(ECL). Figure 1 Illustrates the fundamental progression of procedures engaged with enormous 

information mining. 

 

 

Figure 1. Standard approach of big data. 

Capacity and preparation of this enormous information on the web are unimaginable utilizing 

conventional stockpiling draws near. Large Data is quickly turning into a significant and 

developing apparatus in associations around the globe to improve proficiency and quality. Because 

of the significance, Big Data advancements have gotten fundamental to the present focused 
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condition. All the control of information is finished by new-age innovations. Ventures' 

fundamental concern is to keep up speed in handling huge datasets as far as holding up time among 

inquiries and running the program. 

Big Data can be handled in two ways: 

1. Sampling: This is based on obtaining approximate solutions using a subset of the most suitable 

examples drawn from the dataset which is originally too large. It can crunch a huge volume of data 

using a distributed parallel processing paradigm3. The better the quality of the sample that are 

drawn from the dataset, the more accurate the results. This sampling reduces the amount of 

memory and time needed to process the data. 

2. The distributed system: The Map Reduce methodology3 started in Google has grown to become 

the most popular distributed system in use today. This framework was very successful and Apache 

implemented this algorithm as an open sourced project known as Hadoop. It implements batch 

processing system and is an excellent offline data processing platform for big data. Hadoop 

originating from Yahoo is an open source Map Reduce system that is popular in handling non 

streaming data4. Inspired by ideas in functional programming the Map Reduce model divided the 

algorithms into two main steps- Map and Reduce. The mappers are fed with input data obtained 

by splitting data from data sets. This output from the mappers is then fed to the reducers that will 

produce the final output of the algorithm. In today’s business environment speed and agility is a 

better combination than size and scale. The ability to gather real time data, interpret and gather 

knowledge from it, react on the basis of this knowledge and most importantly predict new business 

opportunities in what makers any Business a winner today and a leader tomorrow. The insurgency 

being realized by Big Data mining isn't confined to the industrialized world. The fundamental 

purpose behind this is the cell phones spreading in creating nations. 80% of them are situated in 

the creating scene and answerable for the age of huge volumes of information. The large 

information investigations of the creating countries are being embraced by a UN activity known 

as Global Pulse5. They are utilizing the Big Data Analysis to: 

 

2. MATERIALS AND METHODS 

If a group of transactions are collected over a period of time from a large data set, batch processing 

is efficient. For that the needed data is collected first, then entered for analysis, processed over 

time and then results are produced. For this purpose, new and efficient open source technologies 

have been invented. As the volume variety and veracity of data changes over time, traditional 
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databases become insufficient for decision making and analysis. Distributed processing allows 

handling of large volumes of both structured and unstructured data efficiently. These huge 

mountains of data are known as Big Data and are handled effectively with the help of some 

distributed open source software platforms like Hadoop, and other related software. Hadoop is 

commonly employed in batch processing and is found to be effective in all recent big data 

strategies6. 

2.1 Apache Hadoop 

Hadoop is the most popular open source implementation of the Map Reduce framework. The ease 

of use, scalability and failover properties of Hadoop makes it even more popular in big data 

scenario. Many data mining algorithms are flowing towards Hadoop due to its massive parallel 

processing ability. No SQL is a distributed database which is most commonly used for Hadoop 

implementation7. Hadoop Distributed File System (HDFS) differs from the existing systems by 

its sole properties of fault tolerance and low cost hardware. It is a part of the Hadoop core. 

2.2 Apache H Base 

It is a massively scalable, distributed column based database built on Hadoop to handle billions of 

messages per day. The flexibility of H Base is because of its column-orientation. If we want to 

maintain large amount of data and flexibility, H Base is ideal. It is a non-relational database runs 

on top of HDFS. It offers fault tolerant storage and quick access of large data7. 

2.3 Apache Cassandra 

It was developed and designed to handle large amount of data and also to ensure the delivery of 

high availability without a single failure. It is a distributed No SQL database developed by Face 

book. It is an open source DBMS intended for online applications which requires fast response 

and no down time8. 

2.4 Apache Pig 

It was developed by Yahoo Inc. It allows us to write complex Map Reduce transformation using a 

simple scripting language called Pig Latin, which connects things together. It can work with 

complex data structures and can operate on different levels of nesting. Pig translates Pig Latin to 

Hadoop so that it can be executed within HDFS8. 

2.5 Apache Avro 

A framework performs remote procedure calls. It provides serialization of data. Interesting fact is 

that it is used to port data from one program or language to another, so as to make the data self-

describing. 

 

2.6 Apache Chekwa 
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An open source data collection and monitoring system for large distributed systems built on top of 

HDFS. It inherits scalability and robustness properties of Hadoop. 

2.7 Apache Drill 

It is an efficiently processing nested data system for analysing large data sets. The distributed 

behaviour of Drill allows the system to process petabytes of data in seconds. It enables interactive 

queries instead of using Map Reduce process. 

2.8 Apache Flume 

Flume provides services for collecting, aggregating and transporting huge amounts of data 

efficiently in a distributed and reliable environment. It has tunable reliability, failover and recovery 

mechanisms which allow online analytic data manipulation. 

2.9 Apache S4 

It is a distributed stream computing platform developed by Yahoo. It serves as a general purpose, 

fault tolerant, pluggable platform that allows individuals to easily create applications which 

processes unbounded streams of data9. Apache S4 has three basic components: 

 

1. Processing Element (PE): It can send and receive events; 

2. Processing Node (PN): Acts as hosts to PEs; and 

3. Adapter: Feeds events to S4 cluster.  

Traditional decision support technologies are inadequate for a real-time environment. Applications 

nowadays require all types of data to be processed. So, continuous analysis needed to be conducted 

in memory. Responsiveness is critical in case of handling large amount of unstructured data. As 

we are moving forward it is an acceptable fact that traditional databases and data warehouses are 

becoming history. The data has its value only if it is collected and analysed during the actual 

interaction. It has to occur in real-time. Hadoop and all other platforms discussed so far are still 

efficient for batch processing unbound amounts of data. The emergence of Cloud Computing, 

Internet of Things and location based services had led the amount of data to grow at an amazing 

speed. It has now become a great challenge to handle and process large amount of real-time data9. 

We have to develop systems that should have the ability to process data and generate the results 

strictly within certain time frame. In this way the responses are posted in the order of milliseconds 

or microseconds depending upon the requirements. The decision to choose a particular working 

platform must depend on data size, speed, throughput, model development and effective 

optimization tools on which it is going to work10. This must have the capability to handle huge 

amount of data which are coming at high speed in parallel. Analysis has to be done on the moving 

stream in a fault tolerant way. Spark and Storm provides these functionalities along with the 

capabilities of Hadoop and Map Reduce. 



International Journal of Inventions in Engineering & Science Technology             http://www.ijiest.in 

 

(IJIEST) 2019, Vol. No. 5, Jan-Dec                                               e-ISSN: 2454-9584; p-ISSN: 2454-8111 

 

 

79 

 

INTERNATIONAL JOURNAL OF INVENTIONS IN ENGINEERING AND SCIENCE 

TECHNOLOGY 

2.9.1 Smart Future 

Today digitization has become the norm rather than the exception. As such the private sectors as 

well as the government agencies have taken the steps towards adopting real time mining 

techniques. The aim is not only economic savings but also effective utilization of available 

resources. Real time data mining will enable to achieve substantial inroads towards performance 

improvements in the Health, Transportation, Energy, Performance and Water supply sectors11. 

Organizations are waiting for methods to employ efficient, cost effective ways to provide better 

services thereby increasing responsiveness. The data for these includes record about citizens, 

business analytics, bank transactions, warehouses, broadcasted images, traffic data, and geospatial 

and weather information. To overcome the existing challenges in the areas of crime pattern 

analysis, unemployment, education, surveillance systems, cyber security, sensors, transportation 

department, police department, social program agencies, tax agencies etc. 

Five steps recommended to accomplish the tasks are: 

 

2.9.2 Proposed Model 

The measure of information that has been produced is important data and could be utilized for 

different applications and that information contains heaps of advantages and yields progressive 

information the board components. This tremendous information surpasses the preparing capacity 

of ordinary database frameworks. Insights show that on the consideration of constant information 

from different sources, the measure of information delivered would be 31GB every hour. Our 

conventional design couldn't adapt up to the fast advancement of data12.  

In the proposed design, unstructured information that is gathered ought to be broken down first 

through a filtration procedure as appeared in Figure 2. 

In the real time paradigm, data acquisition is carried out by collecting raw data and analysed in 

two ways such as online and offline. 

For online analysis or real time analysis, a centralized server which further connected to cloud is 

used. In offline computations batch processing or distributed processing is deployed using storage 

system appropriate for it. The Real-Time Analytics involves the extraction, manipulation and 

analysis of the given data on the go itself. So latency and faults won’t be occurring at any point of 

time. The system must have fault tolerant behaviour so that at any point of time if the data got 

corrupted it should get retrieved from the alternative source. As with all the Hadoop based system 
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which supports distributed nature, there will be another node anywhere in the cloud with the copy 

of the same data. Spark and Storm also follows the same scheme13. 

2.9.2.1 Apache Storm 

It is a real-time computation system which processes unbounded real-time streams of data, like 

what Hadoop did for batch processing. It can be used with any programming languages. For real-

time data analytics, Storm can be used on YARN, a resource management provider for Hadoop. It 

has the ability to replay the data which was processed unsuccessfully in the first pass of a process. 

Storm was proposed to develop object detection systems where objects are detected in real-time 

from large amount of data. More reliable resources and infrastructures are required to handle these 

continuous parallel streams of data14. Storm focused on fault tolerance and management. It 

implements guaranteed message passing which removes intermediate queuing and allows 

messages to flow directly between the tasks themselves. Though Storm is stateless it manages 

distributed environment and cluster state via Apache Zookeeper. It reads raw stream of real-time 

data from one end and passes it through a sequence of small processing units and output the 

processed or useful information at the other end. 

 

Figure 2. Real-time big data paradigm. 

 

3. FURTHER PLANS AND DISCUSSION 
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3.1 Real Time Mining with Big Data 

Data streams correspond to the ‘V’ of velocity of Big Data, and the process of extracting 

knowledge instantaneously from rapidly and dynamically changing data examples are known as 

Real-Time Data Mining. The ability of analyse big data has enabled the world to move from 

forecasting which was made on the basis of models built on past data- to now casting-which is 

based on collecting data and predicting what is happening now15. Real time mining of data can 

provide significant advantages and benefits to enhance the quality of life, reduce risks, increase 

profitability and even help saves thousands of lives in times of crisis16. Real Time analytics 

visualizes the changes along with the run because of the in-memory transfers. Algorithms have to 

be developed for scaling linearly up or down based on the available memory requirements. 

Developing technologies to process big data drives new innovations and creative discoveries 

promoting social progress and allowing us to find ways to solve many problems which was 

considered to be very hard or even impossible earlier. Real-time indicates the capacity to process 

information as it shows up, instead of putting away the information and recovering it eventually. 

In the event that the handling time of an exchange surpasses the client's ability to focus, the shipper 

doesn't think about it constantly. Real-time architecture in a system will not have all components 

at first. So on the go we build a system appropriate to an initial application, with the ability to 

expand to incorporate any missing components in the future. 

3.2 Streaming Data Analysis 

Streaming data differs from other kinds of data as it is always flowing, loosely structured and it 

needs high cardinality storage. We need to develop infrastructures and algorithms. Real 

information examination is a strategy that includes the assessment of spilling data17. This will 

empower representation of the progressions as and when they occur. In order to achieve a real time 

data analysis, we require a platform to make sense of the constantly changing analysis, applications 

to process the unstructured stream of data along with continuous in memory interactions. 

4. CONCLUSION 

Streaming data differs from other kinds of data as it is always flowing, loosely structured and it 

needs high cardinality storage. We need to develop infrastructures and algorithms. Real-Time data 

analytics are techniques which involves the evaluation of streaming data18. This will enable 

visualization of the changes as and when they happen. In order to achieve a real time data analysis, 

we require a platform to make sense of the constantly changing analysis, applications to process 

the unstructured stream of data along with continuous in memory interactions. Responsiveness is 

the most crucial element in cases where handling of real-time data is considered19. Traditional 

decision support technologies are inadequate for this environment. Achievement of the above 

mentioned aspects can happen only by developing the ability and techniques to handle heavy 

streams of data in parallel, deployment of more efficient scheduling and resource management, 

development of framework for in memory data management and up gradation of already existing 

algorithms. However, before any of these applications can be put to effective use there are certain 
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challenges that need to be overcome. The most pressing challenges of these are those caused by 

the real time requirements that demand utmost attention to fast collection, transfer and the 

processing of big data. These challenges include the need for those applications to collect current 

events, analyse the collected data, decide based on these analysis results and respond in appropriate 

time levels. 

The digitization drive with focus on improving the quality of life of one and all occupying today’s 

ever growing modern world can be made “smart” by adopting real time mining techniques. The 

tools that will move us towards achieving the goal of being smart are the adoption of real time 

streaming data processing platforms and up gradation of existing algorithms coupled with 

extensive use of knowledge gathered from experience19. Development of efficient frameworks 

and up gradation of existing algorithms is mandatory to overcome existing challenges and to 

provide this world a safe real time environment without any threats and security faults. By 2020 

the amount of information stored worldwide is expected to be 50X larger than today’s. Big data 

analytics extracts and enriches the available structured semi structured or even unstructured data 

using the intellectual techniques thereby exploring and visualizing user defined contexts in a real- 

time fashion. 


